
Progress in Neurobiology 224 (2023) 102424

Available online 23 February 2023
0301-0082/© 2023 Elsevier Ltd. All rights reserved.

Cortical maps as a fundamental neural substrate for visual representation. 
Bruss Lima a, Maria M. Florentino a, Mario Fiorani a, Juliana G.M. Soares a, Kerstin E. Schmidt b, 
Sergio Neuenschwander b, Jerome Baron c, Ricardo Gattass a,* 

a Programa de Neurobiologia, Instituto de Biofísica Carlos Chagas Filho, Universidade Federal do Rio de Janeiro, Rio de Janeiro, RJ 21941-902, Brazil 
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A B S T R A C T   

Visual perception is the product of serial hierarchical processing, parallel processing, and remapping on a dy-
namic network involving several topographically organized cortical visual areas. Here, we will focus on the 
topographical organization of cortical areas and the different kinds of visual maps found in the primate brain. We 
will interpret our 1ndings in light of a broader representational framework for perception. Based on neuro-
physiological data, our results do not support the notion that vision can be explained by a strict representational 
model, where the objective visual world is faithfully represented in our brain. On the contrary, we 1nd strong 
evidence that vision is an active and constructive process from the very initial stages taking place in the eye and 
from the very initial stages of our development. A constructive interplay between perceptual and motor systems 
(e.g., during saccadic eye movements) is actively learnt from early infancy and ultimately provides our 6uid 
stable visual perception of the world.   

1. Introduction 

Only a limited portion of all the information available in the visual 
world is extracted by the retina. Indeed, our visual sampling is some-
what sparse in both the spatial and temporal domains. A meshwork of 
blood vessels and unmyelinated axons stands in the way between the 
visual 1eld and the photoreceptors at the back of the retina. Addition-
ally, axons and blood vessels bundle together into a structure known as 
the optic disk. The perceptual counterpart of the optic disk is an 
approximately 4–6◦-diameter blind spot, completely oblivious to light 
stimulation. Despite this, our perception of the world is not disturbed by 
web-like 1laments or by a large oval void, even when viewing the world 
monocularly. Notably, there is a clear disparity between image capture 
in the retina and our visual experience. 

Other important aspects are worth considering when contemplating 
the reliability of our visual experience. First, there are large-scale in-
homogeneities across the retinal surface. Retinal ganglion cells in pri-
mates are highly concentrated in the fovea, providing our center of gaze 
with a high spatial resolution of the scene. Therefore, in order to provide 
the focus of our attention with the highest spatial resolution possible, 
our eyes are constantly performing saccadic movements to precise and 

speci1c points in space. Second, retinal ganglion cells are known to have 
small receptive 1elds (Hartline, 1938), which implies that the image is 
broken up into over a million pieces at the very 1rst stage of visual 
processing. Finally, the temporal sampling of an image by the retinal 
ganglion cells is limited by its time constant and integration properties. 
Despite all of this, the visual world is not perceived as a sequence of 
pseudo-6ashed images due to the saccadic eye movements, or as pixels 
with varying sizes as a function of retinal magni1cation, or as 6ickering 
frames based on the biophysical properties of the neuron membrane. On 
the contrary, our visual perception is a stable experience that can be 
subjectively described as an unwavering continuous stream of incoming 
information. 

Evidence from patients that recover vision later in life through sur-
gical intervention indicates that visuomotor learning plays a crucial role 
in our stable visual experience. Recovered patients often report 
discomfort when using vision to perform tasks that involve interpreting 
three-dimensional visual cues. In a case reported by (Fine et al., 2003), 
the subject preferred to close his eyes when crossing a street or when 
performing activities where vision is usually useful. Therefore, our 
sensory interaction with the environment relies fundamentally on the 
motor system. In the case of the visual system, the integration with eye, 
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head and body movements is crucial. Ultimately, sophisticated binding 
mechanisms (Lima et al., 2010) may come into play in order to link and 
stabilize visual features in time and space, and to allow for an ef1cient 
and fast communication between sensory and motor systems. 

Here, we will discuss some of the neuronal substrates that subserve 
vision and that may enable stable perception. We argue that the concept 
of topographical organization, embodied by multiple visual maps 
established along several stages of early and intermediate perception, is 
essential to understanding vision. Here, we discuss how representational 
maps may contribute to a stable, coherent visual experience. We argue 
that the various transformational processes along the visual streams 
allow for multiple hierarchical representations of the visual world. 
These multifold maps cooperate in structuring large-scale network dy-
namics that underlie perception. Do maps inevitably lead us to the trap 
of a "master representation" equivalent to a Cartesian Theater? Other 
conceptual frameworks have been proposed that do not incorporate the 
idea of maps or, even more, avoid the notion of representation alto-
gether (e.g., Thompson and Varela, 2001). As we argue below, maps 
alone cannot fully account for complex cognitive processes, such as 
perceptual stability. However, neuronal dynamics are likely constrained 
by representational maps. These hierarchical representations may allow 
multiple cooperative dynamic states to emerge via lateral, feedforward, 
and feedback connections. 

An underlying assumption of visual maps, which has intrigued phi-
losophers such as René Descartes (1596–1650; see also (Merleau-Ponty, 
2013) and scientists (Lettvin et al., 1959), is that the world is repre-
sented inside our brain in a somewhat faithful manner (Fig. 1). Alter-
natively, we present evidence that vision is a highly constructive 
process, thereby undermining the primacy of a full representational 
model for vision. The relevance of this discussion is manifold. While it 
may seem straightforward that individual neurons code for simple fea-
tures such as an oriented bar, what is the neuronal substrate for repre-
senting complex objects in the brain? 

Charles Gross and collaborators provided the 1rst physiological ev-
idence that single neurons in the inferotemporal cortex were capable of 
coding for complex features, such as hands and faces (Gross et al., 1969, 
1972). This experimental breakthrough provided support to the notion 
that abstract concepts and ideas could also be captured by the 1ring 
pattern of a single neuron. However, it contrasted with other prevalent 
concepts popular at the time based on distributed coding, as proposed by 
Walter Freeman. (Curiously, Gross spent the year of 1970 or so as a guest 
of Walter Freeman in the Department of Physiology and Anatomy in 
Berkeley before starting his career at Princeton University). This debate 
is still far from resolved. Would each newly acquired concept require its 
unique neuron? Alternatively, if some sort of cooperative coding is 
indeed in action between these classes of neurons, what is its nature and 

mechanism? Notably, Charles Gross and collaborators made scienti1c 
contributions to a wide range of concepts that may underlie the way we 
represent the visual world, from visual maps to high concept coding 
neurons, and which are 1ercely debated to this day. This discussion has 
direct implications for the way we probe neuronal activity: should we 
allocate resources to acquire reliable single unit activity (e.g., with 
tetrode recordings associated with spike sorting techniques) on the 
assumption that the necessary neuronal information is present at the 
single neuron level? Does multiunit activity provide a meaningful 
assessment of neuronal processing based on the assumption that local 
circuits and the columnar organization of the primate neocortex are 
basic processing units? Or does the key to understanding neuronal 
function rely on widespread multielectrode recordings? In an autobio-
graphical assessment of his own work (Gross, 2002), Gross used the 
terms coarse coding, population coding, and ensemble to describe the 
potential mesoscopic level where neuronal coding might be taking 
place. The underlying techniques that we use to probe brain activity 
illustrate and underscore the unsolved issues regarding how the brain 
represents and processes information. 

Next, we address the different streams of visual information pro-
cessing (Ungerleider and Mishkin, 1982) and the impact of perceptual 
completion and 1lling-in on the visual system (Fiorani et al., 1992; De 
Weerd et al., 1995). We focus on visual representation in the brain and 
its effect on vision. We describe the visual representations as retinotopic, 
visuotopic, craniocentric or ambient. We propose that visual informa-
tion be kept in a large and stable neural network composed of multiple 
areas and connected with the various processing pathways. These 
pathways extract the information necessary to identify objects (ventral 
stream), to understand language (lateral stream), to compute the tra-
jectory of a target and/or to understand social interactions (dorsolateral 
stream), and to allow motor coordination for body movement, such as 
stepping and locomotion (dorsomedial stream). Below, we offer a broad 
assessment of the issues raised above. We intend to provide adequate 
detail throughout our text by focusing on work done by our group and on 
work performed by a limited number of groups working in related 1elds. 
We acknowledge, therefore, that several invaluable contributions made 
to the 1eld of sensory visual neuroscience are not cited here, mainly due 
to space constraints. 

2. Descartes’s eyes 

The French philosopher René Descartes (1596–1650) in6uenced 
several domains of human knowledge, and neuroscience was no 
exception. He had a particular mindset for spatial representation, as 
evidenced by the Cartesian coordinate system that he so successfully 
disseminated. Descartes provided one of the 1rst comprehensive de-
pictions of the visual system within the perspective of a representational 
framework (Fig. 1). His 1rst important insight was to consider the role of 
both eyes in vision, and the potential integration of their input for 
further joint processing. There is no evidence that Descartes fully 
acknowledged binocular vision as crucial to three-dimensional percep-
tion, as we do today. However, his initial studies made clear that an 
object (depicted by an arrow in Fig. 1) could be independently projected 
onto both retinas and subsequently fused into a single and matched 
representation somewhere in the brain. 

Second, Descartes made explicit the existence of multiple processing 
layers and offered an early hint to what we today de1ne as a con-
nectome. The concept of layers here can be interpreted in a more ab-
stract way than the notion of cortical layers or maps. It can be viewed as 
having a direct parallel to the input, output and hidden layers found in 
arti1cial intelligence networks and machine learning algorithms. In 
Fig. 1, we can observe at least 3 layers, where corresponding points in 
visual space are depicted with distinct designations (i.e., letters or 
numbers) to imply that information is actually being processed and 
transformed as it travels along the system. Notably, a strict topological 
isomorphism is obeyed, at least up to layer 2. This implies that a 

Fig. 1. Descartes’s early depiction of the visual system embodied all 
essential concepts of a representational system. The diagram shows how 
distinct parts (letters A, B, C) of an object (arrow) within the external world can 
be orderly mapped, 1rst onto the retina surface and then inside our brain, 
laying out the framework for an internal representational system of the physical 
world. The diagram is from Descartes’s posthumously published Treatise on 
Man. For further details, see text. 
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topographical organization (i.e., a map) of the visual world is being 
explicitly created within the framework of a representational system. 

On the interface between the second and last layers (i.e., the pineal 
gland) illustrated by Descartes in Fig. 1, he introduces the notion of 
input convergence, a vital concept in neuronal circuits and arti1cial 
networks alike. Input convergence allows for the coding of successively 
more complex feature as one progresses to layers ‘higher’ in the hier-
archy. In Fig. 1, for example, points 4 and 4’ (second layer) converge to 
point b in the third layer. Point b can, theoretically, code or represent a 
more elaborate joint feature of the visual stimulus arising from the 
coding of more primitive attributes by elements 4 and 4’. It is useful to 
interpret this model in light of Descartes’ beliefs at the time. He 
considered the pineal gland to be the main seat of the soul and the 
location where thoughts are formed. Indeed, the complexity of human 
thoughts would require complex sets of associations and conjunctions 
made possible by input convergence. In the context of the speci1c topic 
discussed herein, input convergence is required to create the complex 
coding properties of inferotemporal neurons (Gross et al., 1969, 1972). 

One 1nal key concept that we could extract from Descartes’ model is 
his acknowledgment of the sensory feedback to the motor system. In 
Fig. 1 (symbol ‘8’), the pineal gland, presumably after processing the 
sensory input to some extent, is able to feedback this information to the 
muscles that control eye position. This visuomotor integration would 
enable a continuous loop capable of 1ne-tuning perception, under-
scoring the importance of the motor system to sensation. 

The underlying concept here is that distinct inputs from the external 
world can be orderly mapped inside our brain, laying out the framework 
for an internal representational system of the physical world. This 
concept is the foundation of the discussion below based on visual 
topography and maps. 

3. Visual perception 

Numerous studies from the 1elds of anatomy, neurophysiology and 
brain imaging have simultaneously addressed and challenged our cur-
rent understanding of visual processing in the brain. Different works 
have shed light on the mechanisms of visual perception, each empha-
sizing distinctive attributes of vision. The early work of Daniel and 
Whitteridge (1961) emphasized the topographic organization of the 
primary visual cortex and its relation to visual acuity. They showed that 
the magni1cation factor of central vision was signi1cantly higher than 
that of the visual periphery and suggested that this organization would 
account for the difference in visual acuity. Parallel pathways of visual 
processing are already observed within the retina with different classes 
of ganglion cells projecting to different subcortical structures, which in 
turn project differentially to cortical areas. The ganglion cells project to 
speci1c subdivisions of the dorsal lateral geniculate nucleus, which in 
turn project to different sublayers of layer IVc in V1. Separate com-
partments of V1 project to distinct cytochrome oxidase (CytOx)-rich and 
CytOx-poor stripes in V2 or to MT. We have been working with the 
notion that most visual processing is performed within cortical modules. 
Ascending and intrinsic circuits build these cortical modules to decode 
speci1c attributes of the sensory system. In the visual system, orienta-
tion modules were described 1rst by Hubel and Wiesel (1968). They also 
proposed a hierarchical model for visual processing. This model implies 
that the concentric receptive 1elds of the dorsal lateral geniculate nu-
cleus (dLGN) assemble orientation decoders or orientation selective cells 
arranged in columns in V1 to build simple cells, which would then 
produce complex and hypercomplex neurons. This notion suggests that 
these columns could construct edge detectors used in higher areas, such 
as the inferior temporal cortex, to assemble objects or form detectors, 
such as cells selective for complex objects described by Gross and col-
laborators (1972). While the hierarchical arrangement supports serial 
processing in the visual system (Hubel and Wiesel, 1968), the discovery 
of several areas with topographically organized maps (Daniel and 
Whitteridge, 1961; Allman and Kaas, 1973; Gattass and Gross, 1981; 

Gattass et al., 1981; Gattass et al., 1987; Gattass et al., 1988), with 
modules selective for different attributes of the visual stimuli, such as 
motion or color (Zeki, 1974), creates the basis for parallel processing in 
the cortical visual areas. Sampling limitations of neural processing 
suggest that parallel processing is accountable for the ef1cient coding of 
an image. Several brain regions must work concurrently to allow for fast 
processing of the visual scene. The very nature of the neural signals and 
the connections between visual areas, with the action potential and the 
following refractory period lasting more than 1.2 ms, limits the propa-
gation of the visual information to far less than 1 kHz. Thus, the inter-
action of cortical modules or synchronization between neurons is 
thought to be limited to an absolute maximum of 300 Hz. Nonetheless, 
when we open our eyes, we build a stable perception in a few hundreds 
of ms (Thorpe et al., 1996). To achieve this performance, parallel pro-
cessing is crucial. 

Processing of the different attributes of a scene relies on parallel 
processing. In V1, we have orientation columns, which carry out 
orientation selectivity, the main attribute for form perception (Hubel 
and Wiesel, 1969). Additionally, we have perceptual completion, an 
attribute for the binding of multiple features into a uni1ed object 
(Fiorani et al., 1992; Azzi et al., 2015). In V1 and V2, we have the 
processing of retinal disparity, an attribute for three-dimensional vision 
(Barlow et al., 1967; Pettigrew et al., 1968). Area V4 shows color 
selectivity, an attribute for color vision (Zeki, 1974). Area MT shows 
selectivity for the axis of movement columns, an attribute for motion 
perception (Albright, 1984). In macaques, visual area V2 is the earliest 
site in the visual processing hierarchy in which neurons selective for 
relative disparity have been observed (Pettigrew et al., 1968; Thomas 
et al., 2002). By combining optical imaging, single unit electrophysi-
ology and CytOx histology, Ts’o et al. (2001) revealed in greater detail 
the functional organization within the CytOx stripes of the visual area 
V2 of primates. 

Based on the description of visual area PO in primates (Neuensch-
wander et al., 1994), we proposed a division of the dorsal pathway into 
dorsal medial and dorsal lateral streams (Gattass et al., 1990; Nasci-
mento-Silva et al., 2003). The dorsal medial sub-stream is related to 
locomotion processing (Neuenschwander et al., 1994). The concept of 
visual information processing evolved in nonhuman primates toward 
three streams, with the 1rst relay area in each corresponding stream 
receiving direct projections from the striate cortex (Zeki, 1974; Colby 
et al., 1988). Here, we extend this concept to four streams of information 
processing in humans, as illustrated in Fig. 2. Note that the different 
streams receive most of the feedforward connections from discrete 
portions of V1. The ventral stream receives projections from up to 30◦ of 
the central visual 1eld representation of V1. The lateral stream is related 
to reading and receives projections from the central 5◦ representation. 
The dorsal lateral stream receives projections from the central 60◦. 
Finally, the ventral medial stream receives projections from the pe-
ripheral 1eld representation. 

4. Streams of visual information processing in humans 

Fig. 2 shows our proposal for four streams of visual information 
processing in humans related to different aspects of visual perception. 
The ventral pathway composed of projections representing the central 
visual 1eld to inferior temporal areas is responsible for recognizing 
objects and faces. The lateral pathway composed of foveal projections to 
the angular gyrus, which subsequently projects to Wernicke’s area, is 
responsible for language comprehension. The dorsolateral pathway 
composed of binocular 1eld projections to areas of the superior temporal 
sulcus is responsible for the perception of movement, processing of 
target trajectories and social interactions. Finally, the dorsomedial 
pathway, consisting of projections representing the peripheral visual 
1eld to areas of the parieto-occipital sulcus and the parietal areas is 
responsible for motor coordination involved in walking and body 
movements. This 1gure emphasizes the extent of the visual 1eld 
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represented in V1, which mainly projects to these streams. Most, if not 
all streams receive direct projections from V1 to its initial target area. 
Studies in nonhuman primates con1rmed a direct projection from V1 to 
the following areas: V2, V4, MT and PO (Colby et al., 1988; Cragg and 
Ainsworth, 1969; Kuypers et al., 1965; Nakamura et al., 1993; Yukie and 
Iwai, 1985; Zeki, 1978). Until now, there is no evidence based on 
neuronal tracer studies showing direct anatomical projections between 
V1 and the angular gyrus. However, there are results from 
diffusion-weighted magnetic resonance imaging (dMRI) showing 1ber 
bundles interconnecting V1 and the angular gyrus in humans (Weiner 
et al., 2017). As a matter of fact, Weiner et al. (2017) argue that the 
emergence of language in anthropoid primates is paralleled by major 
evolutionary differences in the white matter bundles interconnecting the 
occipital pole and the temporal lobe. Regarding the connectivity be-
tween V1 and the angular gyrus, Roumazeilles et al. (2020) also provide 
evidence for direct projections using diffusion tensor imaging (DTI). 
More speci1c to our case, functional magnetic resonance imaging (fMRI) 
has shown sequential activation of the central region of V1, the angular 
gyrus, and Wernicke’s area when subjects read a written word (Price, 
2000). 

The visual topography of V1 in humans is shown on the left of Fig. 2 
and indicates a geometric decay in the magni1cation factor, with iso-
eccentricity lines equally distributed at 1, 2, 4, 8 16, 32 and 64 degrees. 
Most of the available data from functional magnetic resonance imaging 
(fMRI) focus on the ventral stream of information processing, which is 
mainly comprised of V1, V2, V3, V4, TEO and TE. Areas in this stream 
located in the anterior temporal lobe have been shown to be responsive 
to faces, hands and houses (Kanwisher et al., 1997; Keizer et al., 2008; 
Pitcher et al., 2019). The fusiform face area in the temporal lobe is 
specialized for expert object recognition (Gauthier et al., 2000). As we 
probably spend more time looking at faces than at any other object, we 
therefore associate this stream with object discrimination. 

fMRI data in humans show an activation of the central representation 
of V1, in addition to an activation of areas in the left occipital gyrus, 
when reading words. Activation of the central representation of V1 
during reading was also reported by Bavelier et al. (1997). On the other 
hand, listening to words activates the auditory cortex and Wernicke’s 
area, which is located in the superior temporal gyrus of the temporal 
lobe (Baars and Gage, 2010). High span readers show relatively greater 
activation of the left angular gyrus (Buchweitz et al., 2009). These re-
sults corroborate previous studies on listening and reading compre-
hension (Constable et al., 2004; Jobard et al., 2007; Michael et al., 
2001). 

The joint role of the visual cortex and the angular gyrus during 
reading was proposed by Geschwind (1965) in the 1rst neurological 
model for language processing. Since his pioneering work, we have 
gained substantial knowledge regarding the intricate connectivity of the 
neural network involving the visual cortex, the angular gyrus and tem-
poral regions such as Wernicke’s area (Price, 2000). For example, the 
angular gyrus, whose function was thought to be restricted to the visual 
processing of written words, is now known to be a memory storage site 
for visual forms in general. In addition to attributing meaning to words 
during reading, it is also part of a wider semantic processing network; 
stimuli with shared meaning, such as visual objects, faces, and speech, 
can independently activate the angular gyrus. Accordingly, disconnec-
tions between the visual cortex and the left angular gyrus impair the 
ability to read letters, words, sentences, and symbols (i.e., alexia), with 
no signi1cant impact on the writing capabilities of the individual 
(Damasio and Damasio, 1983). More recently, reading acquisition 
studies report a massive effect of reading in a speci1c brain site in left 
occipito-temporal cortex, which has been termed “visual word form 
area” (VWFA). During and after reading acquisition it starts to respond 
to orthographic stimuli in the learned script, and not to oral language, as 
attested by the lack of activation to spoken sentences (Dehaene, 2013). 
Reading effects are also sensed in a vast left hemisphere language 
network. This network is also activated by spoken language in all 
groups: left posterior, middle, and anterior superior temporal sulcus, left 
temporal pole, left and right premotor cortex, left inferior frontal gyrus, 
and left supplementary motor area. A signi1cant left-hemispheric 
asymmetry of this effect is observed in all areas except for activation 
in the temporal pole and occipital cortex. 

Behavioral data from patients with macular degeneration disease 
(McClure et al., 2000) suggest the existence of a new stream of visual 
information processing dealing with language comprehension. Here, we 
name this pathway associated with reading comprehension as the 
“lateral stream”. Macular degeneration compromises mainly the foveal 
and parafoveal regions of the retina. In human and non-human primates, 
this central representation extends to approximately 5 degrees. Most of 
the acuity tests used in ophthalmological practice probe the properties 
of this lateral stream since the largest letter generally used in such tests 
(the letter “E”) encompasses approximately 20 min of arc. Patients with 
advanced macular degeneration are unable to read with their peripheral 
vision (McClure et al., 2000). Hence, the dorsolateral stream, which 
contributes to visuomotor coordination used, for example, for driving, is 
not assessed by the standard acuity tests used in ophthalmology. 

Recently, Eichert et al. (2020) investigated the extent to which 

Fig. 2. Early cortical visual processing can be sub-
divided into four major pathways in humans. The 
scheme illustrates the extent and topographic speci1city of 
the portions of V1 that give rise to the four major cortical 
streams of visual information processing in humans. Right: 
6attened map of human V1, with the vertical meridian 
(VM) represented by the thick red line, the horizontal 
meridian by thick green line, the eccentricity lines by 
dashed lines, the visual 1eld periphery by the thick black 
line, and the fovea by asterisk (*).   
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between-species alignment, based on cortical myelin, could predict 
changes in connectivity patterns across macaques, chimpanzees, and 
humans. Considering that the evolutionary adaptations of the tempor-
oparietal cortex represent a critical specialization of the human brain, 
the authors were especially interested in how language evolved in pri-
mates. Their study showed that the difference between human and 
non-human primates could not be explained solely by changes in the 
positions of brain regions. Instead, it was found that the arcuate 

fasciculus underwent additional changes in its course, which may have 
contributed to the evolution of language. 

Most of the visual 1eld representation, including its binocular 
overlapping region, projects to the dorsolateral stream of visual infor-
mation processing, which includes areas MT and MST (Tootell et al., 
1995) and areas in the intraparietal sulcus and parietal areas. These 
areas interact with sensory-motor areas and are responsible for the 
perception of object movement and visuomotor coordination (Gattass 

Fig. 3. The primate visual cortex is comprised of different types of topographic organizations. (A) A 6attened map of the striate and extratriate cortices of a 
rhesus monkey brain. Colors illustrate the different types of topographic organizations attributed to the various visual cortical areas. Blue: areas with a formal visual 
topography. Red: areas with an organization based on the isopolar domain. Green: areas associated with visual motor processing. Gray: areas without a clear 
topographic organization. (B) Example of an area organized on the isoeccentric domain (area MT, left) and two examples of areas organized along the isopolar 
domain (areas PO and POd, right). A depiction of the corresponding visual 1eld is shown in the center. 
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et al., 2020). This stream is used to aid most body movements and 
contributes to the ability to drive a motor vehicle. We thus consider the 
use of acuity tests to renew a driver’s license to be insuf1cient. Visuo-
motor tests in the binocular region are indeed more appropriate, even if 
stimulating only one eye. 

More recently, Picher and Ungerleider (Pitcher and Ungerleider, 
2021) proposed a new functionally relevant pathway projecting from 
the early visual cortex, via motion-selective areas, to the superior tem-
poral sulcus (STS). Studies demonstrating that the STS computes the 
actions of moving faces and bodies (e.g., expressions, eye gaze, 
audio-visual integration, intention, and mood) show that this third vi-
sual pathway is specialized for the dynamic aspects of social perception 
(the dorsolateral pathway in Fig. 2). 

Visual cortical areas have different types of topographic organiza-
tions (Fig. 3). We believe these different architectures re6ect the 
particular type of visual processing that is taking place. Notably, they 
are intimately associated with the concept of visual maps that we 
employ here. The blue color in Fig. 3 depicts cortical areas with the 
traditional visual topography, where the isoeccentric and isopolar lines 
are clearly represented (e.g., areas V1, V2, V3, V4 and MT). It also shows 
areas that have their organization based on isopolar lines (e.g., areas PO 
and POd, in red), and areas with no clear topographic organization 
involved in object discrimination and recognition (e.g., area TE, in 
gray). Finally, there are cortical areas associated with visual motor 
processing (green). Fig. 3B shows detailed examples of two cortical areas 
organized along the isoeccentric or the isopolar domains (areas MT and 
PO/POd, respectively). For areas PO and POd, it is straightforward to 
de1ne the representation of the isopolar lines, but not those of the iso-
eccentricity lines. This curious “disorganization” of the isoeccentricity 
lines in areas PO and POd is challenging to explain, especially when 
compared to the formal topographic organization of neighboring areas 
V2 and V3. We do not have de1nite data regarding the functional role of 
areas PO and POd, but we do put forward some hypothesis below. 

In the dorsomedial stream, the peripheral 1eld of V1 projects to areas 
PO and POd, areas in the intraparietal cortex, and areas in the parietal 
lobe (Colby et al., 1988). These regions are organized in the isopolar 
domain and are likely suitable for processing centrifugal and centripetal 
object movement. They project to areas of the intraparietal sulcus and 
areas of the parietal lobe (Gattass et al., 1985; Colby et al., 1988; 
Ungerleider et al., 2008; Mariani et al., 2019). 

The segregation of the dorsal lateral and dorsal medial streams of 
visual information processing is based on several studies of the 1980 ś 
and 1990 ś. In the natural world, the 6ow of information as one moves 
through the environment (6ow 1eld processing) is the visual feedback 
generated by the observer’s own locomotion, which provides cues for 
visuomotor coordination and the identi1cation of features in the envi-
ronment. Although related, we distinguish this self-motion visual feed-
back signal from optic 6ow. Areas VIP and MST are sensitive to optic 
6ow (Cardin et al., 2012; Colby et al., 1993; Duffy and Wurtz, 1991), but 
there is no speci1c evidence that these areas code for the speci1c optic 
6ow pattern produced as the individual moves through the environ-
ment. Here, we hypothesize that areas PO and POd, due to their 
isopolar-based organization, are better suited for this role (Neuensch-
wander et al., 1994). The segregation between the dorsolateral and 
dorsomedial streams is supported by neuronal connectivity data (Nas-
cimento-Silva et al., 2003). On the other hand, the ability to code for the 
6ow of information as one moves through the environment would 
characterize the dorsomedial stream. De Jong et al. (1994) have 
demonstrated that even the simplest form of optic 6ow is suf1cient to 
activate two separate zones in the superior parietal and 
occipito-temporal cortices, zones which are commonly held to be part of 
the dorsal (spatial awareness) and ventral (object recognition) visual 
pathways, respectively (Mishkin et al., 1983; Newcombe et al., 1987). 
Therefore, the circuitry leading to these zones must involve both area 
MT (Gattass and Gross, 1981) and area PO (Gattass et al., 1985; Neu-
enschwander et al., 1994). 

PO, also called V6, is a motion area of the dorsal medial visual stream 
in both macaque and human brains. Pitzalis and collaborators (Pitzalis 
et al., 2013) combined electrophysiological and neuroimaging methods 
to 1nd the electrophysiological correlates of V6 and to de1ne its tem-
poral relationship with the neural activity observed in MT. They 
conclude that area PO plays a role in the perception of forward motion as 
previously suggested by Neuenschwander et al. (1994) based on the 
topographic organization of this area. Note that V6 is a small cortical 
area with no foveal magni1cation. For this reason, it is challenging to 
localize V6 in humans using retinotopic mapping with the traditional 
imaging techniques (Cardin et al., 2012). 

Key differences between the ventral and dorsal streams of visual 
information processing can be traced back to anatomical projections 
originating in the early visual cortices that feed the corresponding 
pathways. The ventral stream inherits projections from the central 20º of 
the visuotopic map, with strong emphasis on the foveal representation. 
Likewise, characteristics of the dorsolateral and dorsomedial streams are 
rooted on early projection patterns. The foveal representation is deem-
phasized in both dorsolateral and dorsomedial streams (Gattass and 
Gross, 1981; Fiorani et al., 1989). The maps of the dorsolateral stream 
preserve the same isoeccentric organization as observed in early visual 
cortices (i.e., V1 and V2), with emphasis on peripheral vision. This latter 
characteristic is particularly relevant for the visuomotor transformations 
that take place in downstream areas of the dorsolateral pathway, such as 
LIP. As a direct consequence of the cortical magni1cation factor, pe-
ripheral vision is able to offer a relatively stable scene despite small eye 
movements. Cortical and subcortical regions with a visuotopic repre-
sentation of the world, such as V1, V2, V3, V4, MT and the superior 
colliculus show clear representations of isopolar and isoeccentricity 
lines (Fig. 3). However, different from the ventral and dorsolateral 
streams, the dorsomedial pathway relinquished the cortical organization 
based on isoeccentric maps (Gattass et al., 2005) in favor of a cortical 
organization based on isopolar maps (Neuenschwander et al., 1994). 
This new isopolar coordinate system (Fig. 3B) is likely important for the 
implementation of our egocentric map and navigation in the world. We 
propose that the ventral and dorsal streams participate in two distinct 
dynamic neural networks. The ventral stream and its associated visuo-
topic maps, with emphasis on the foveal representation, are key to 
conscious and explicit perception. On the other hand, the dorsal 
pathway is key to visuomotor transformations, which may not be 
directly accessible to conscious perception (Goodale and Milner, 1992). 

5. Visual pathways: the pervasiveness of parallel processing in 
the brain 

That serial processing takes place in the brain is quite apparent and 
widely accepted. What may be less obvious are the numerous operations 
executed in parallel, making visual processing a highly distributed sys-
tem. Parallel processing starts already in the retina, the obligatory entry 
point of all external visual information to the brain. The retina is not the 
equivalent of a single sensitive 1lm from which neural images are 
formed. It is better compared to millions of tiny and overlapping neural 
1lms, each one of them breaking up the optical image formed by the eye 
and transmitting a separate 1ltered version for further visual processing 
(Shapley and Perry, 1986). Hartline (1938) was the 1rst to establish that 
single ganglion cells respond to restricted portions of space. By dis-
secting and recording from individual optic nerve 1bers in the frog, he 
observed discharges only when speci1c areas of the retina were illu-
minated. He de1ned this region as the “receptive 1eld” of the neuron, 
being the 1rst one to use this denomination for the visual system. 
However, Hartline used a single dot of light to stimulate the retina and, 
therefore, could not advance further into the detailed structure of gan-
glion cell receptive 1elds. Using two independently controlled light 
beams, Kuf6er (Kuf6er, 1953) was able to describe the center-surround 
structure of ganglion cell receptive 1elds in the cat retina. He reported 
that the receptive 1elds had a central region, which had, upon light 
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stimulation, a discharge pattern opposite to that found in the surround. 
The “ON” center ganglion cells required luminance increments for the 
center, and decrements for the surround, in order to discharge. The 
reverse was true for the “OFF”-center cells. Interestingly, retinal gan-
glion cells responded very poorly to homogenous illumination over their 
receptive 1elds. This property introduced an important concept in visual 
processing: relative contrast is far more relevant for information 
encoding than absolute luminance. In addition to the “ON” and 
“OFF”-center systems, the retina provides the essential neuronal sub-
strate for the magno-, parvo- and koniocellular pathways that ascend to 
the primary visual cortex via to the lateral geniculate nucleus (reviewed 
in Merigan and Maunsell, 1993; Nassi and Callaway, 2009). Both 
pathways are considered to work in parallel performing complementary 
functions. The most striking difference between them is the sensitivity of 
the parvocellular pathway to color, which is absent in the magnocellular 
system. Parvocellular neurons also show a more tonic response to 
persistent light stimulation when compared to magnocellular neurons. 
The magnocellular pathway, however, is much more sensitive to 
contrast than the parvocellular system. For other dimensions, such as 
temporal and spatial frequency sensitivity, both systems cover a wide 
range of values despite signi1cant differences in their mean response. 

As shown in Fig. 4, the segregation between the magno- and par-
vocellular pathways is preserved in the projections from the retina to the 
lateral geniculate nucleus of the thalamus, as evidenced by physiological 
(Schiller and Malpeli, 1978) and anatomical (Conley and Fitzpatrick, 
1989; Perry et al., 1984) studies. Projections of both pathways from the 
dLGN to the primary visual cortex are also believed to remain segre-
gated. Hubel and Wiesel (Hubel and Wiesel, 1972) veri1ed that pro-
jections of the magnocellular pathway terminated preferentially in layer 
4Cα, while projections of the parvocellular pathway terminated prefer-
entially in layer 4Cβ of the primary visual cortex. The intrinsic con-
nectivity of V1 and its pattern of projections to downstream visual areas 
suggested that the segregation between the magno- and parvocellular 
system could pervade throughout the visual system. Early studies, for 
example, reported that layer 4B received inputs from layer 4Cα but not 
from layer 4Cβ (Lund, 1988), implying that the magnocellular system 
dominated neuronal processing in layer 4B. This dominance is particu-
larly relevant because layer 4B provides major projections to MT, which 
is of crucial importance for visual motion processing. Based on the ev-
idence that distinct channels of information arising in the retina remain 
segregated to the highest levels of the cortex, Livingstone and Hubel 
(1988) proposed that the visual system comprised two largely inde-
pendent subsystems. One, mainly derived from the parvocellular 
pathway, would mediate visual behavior related to color and form. The 
other, dependent on the magnocellular pathway, would be responsible 
for the perception of movement and depth. A vast amount of anatomical 
and physiological evidence, however, suggested intense interactions 
between the magno- and parvocellular systems already in V1, and that 
their segregation was far from complete (Merigan and Maunsell, 1993; 
Nassi and Callaway, 2009). Sawatari and Callaway (Sawatari and Call-
away, 1996), for example, reported that 4B layer neurons do receive, in 
fact, projections from layer 4Cβ and that the parvocellular system does 
indeed project to areas responsible for motion processing. Another 
in6uential model, which emphasized parallel processing in the visual 
system came from the work of Ungerleider and Mishkin (1982) and 
Mishkin et al. (1983). These authors also proposed the existence of two 
pathways for visual processing. However, different from the proposal of 
Livingstone and Hubel (1988), their model did not rely on the segre-
gation of the magno- and parvocellular pathways. Mishkin and collab-
orators argued that the primary visual cortex and not the retina was the 
major source of two pathways. One of the pathways, the ventral stream, 
interconnected the primary visual cortex with the inferior temporal 
areas and enabled the identi1cation of objects. The other cortical 
pathway, the dorsal stream, interconnected the primary visual cortex 
with parietal areas and allowed for the localization of objects. Experi-
mental evidence for this “what/where” model relied heavily on lesion 

studies performed in nonhuman primates. Pohl (1973) demonstrated a 
dissociation of visual effects after inferior temporal and posterior pari-
etal lesions in monkeys. Temporal but not parietal lesions produced 
severe impairment on object discrimination tasks, suggesting that the 
inferior temporal cortex participates mainly in acts of noticing and 
remembering the quality of objects. Parietal but not temporal lesions, on 
the other hand, produced de1cits in localization tasks, suggesting that 
the posterior parietal cortex is concerned with spatial relations among 
objects and not their intrinsic qualities. A modi1cation of the Unger-
leider and Mishkin’s model was subsequently proposed by Goodale and 
Milner (1992) on the basis of human case studies. According to this new 
model, “vision for perception” is processed in the ventral stream, while 
“vision for action” is processed in the dorsal stream. Thus, the what/-
where model and perception/action model attribute a fairly similar 
function to the ventral stream but not to the dorsal stream, and some 
results are consistent with one but not with the other (Sheth and Young, 
2016). Notwithstanding, these two models have co-existed for about 30 
years and have signi1cantly contributed to our understanding of visual 
cortical function. 

We usually experience our perceptions as single and unique events. 
Therefore, parallel processes being executed in our brains need to be 
eventually bound together into coherent percepts and actions. We still 
lack, however, a general mechanism for perceptual binding that is 
supported by solid experimental evidence. Mishkin and collaborators 
argued that the ventral and dorsal streams have both connections to the 
temporal and frontal lobe, and that each of these target areas constitute 
a potential site of convergence for object and space information. Single 
cells responding to the location of a speci1c object in space have been 
indeed described in the entorhinal cortex (Suzuki et al., 1997) and 
hippocampal formation (Rolls et al., 2005). This solution for perceptual 
binding, however, only exacerbates the problem of “combinatorial ex-
plosion” already discussed for the “grandmother cell” proposal. Addi-
tionally, a growing number of reports show appreciable anatomical 
crosstalk between the ventral and dorsal streams (DeYoe and Van Essen, 
1988; Felleman and Van Essen, 1991), suggesting that binding may take 
place in a distributed manner rather than at highly convergent sites. 
Alternative mechanisms for perceptual binding, based on the precise 
timing of spiking responses, have been proposed (Singer, 1999). The 
advantage of such mechanisms is that they are 6exible and can operate 
at various levels along the visual pathway. But they too face challenges 
posed by the architecture of the visual system. Consider, for example, 
the difference in conduction velocity for discharges traveling along 1-
bers of the magno- and parvocellular pathways. The stouter magnocel-
lular pathway axons conduct impulses more rapidly (Gouras, 1969). 
Therefore, retinal signals carrying information about color appear to be 
propagating some milliseconds slower than signals coding for other 
properties of the same object. 

6. Beyond maps: coding complex multidimensional features 

When asked by his students how neurons represent objects, neuro-
scientist Jerome Lettvin came up in 1969 with a humorous and 1ctitious 
story that has gradually become a serious theme in neuroscience circles 
(Gross, 2002). The main personage of his tale was his second cousin, Dr. 
Akakhi Akakhievitch, a neurosurgeon living in the distant Ural Moun-
tains. Dr. Akakhievitch was convinced that single neurons were capable 
of representing ideas. Ever more obsessed, he decided to search for those 
neurons representing the most primitive of all objects: one’s mother. He 
was able to 1nd some 18,000 neurons in the human brain that responded 
exclusively to a mother, whichever way she was presented. Not only was 
Dr. Akakhievitch very pleased with his breakthrough, he also found 
immediate practical application for his discovery when a patient named 
Portney entered his of1ce. Portney was psychologically tormented by 
problems involving his own mother, and Dr. Akakhievitch was keen to 
help. After being led to the operating table and having each one of his 
18,000 mother neurons ablated, all his problems were 1nally solved: he 
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Fig. 4. Early cortical visual processing can be subdivided into four major pathways in humans: the ventral, lateral, dorsolateral and dorsomedial streams. 
The scheme illustrates the major streams of visual information processing starting at the retina and propagating through the thalamus, early and intermediate visual 
areas up to the inferotemporal and posterior parietal cortices. Parallel processing starts at the retina and thalamus with the well-established parvo- and magnocellular 
pathways. These two pathways provide inputs to V1, are intermingled to a considerable extent, and are processed through intricate circuits within well-de1ned 
compartments and modules. This gives rise to a qualitatively different type of information, which is then fed to new parallel streams of visual processing. Data 
suggest the existence of at least four distinct pathways, all partly originating in V1: the ventral, dorsolateral and dorsomedial streams of visual information pro-
cessing. The latter two would be part of the larger dorsal stream. Abbreviations: AG, angular gyrus; LGN, lateral geniculate nucleus; MT, middle temporal area; RGC, 
retinal ganglion cells; TE, inferotemporal cortex, WA, Wernicke area. Data shown are based on Gattass et al. (1987), Colby et al. (1988), Gattass et al. (1988), (Rosa 
et al., 1988), Fiorani et al. (1989), Nakamura et al. (1993), Neuenschwander et al. (1994), (Gattass et al., 1997; Piñon et al., 1998), and Sousa et al. (1991), 
among others. 
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lost the concept of his mother. After solving the enigma of the mother 
cells, Dr. Akakhievitch then turned to his next great challenge: the 
grandmother cells. 

Lettvin’s interest on mother and grandmother cells probably origi-
nated from his own work in the frog (Lettvin et al., 1959). While 
recording in the frog’s retina he was able to describe cells coding for 
various complex stimuli. One special type of ganglion cell, described as a 
“bug detector”, responded uniquely when a small dark object entered its 
receptive 1eld and moved about intermittently thereafter. Additional 
evidence coming from monkey recordings began to de1nitively 
convince the neuroscience community of the existence of cells capable of 
uniquely responding to speci1c complex objects (Gross et al., 1969; 
1972). Serendipity led these researchers to verify that single neurons 
were capable of selectively responding to a hand (indeed, the 1rst tool 
experimenters use to probe neuronal visual responsiveness are usually 
their own hands). In an effort to sort out which component of the hand 
(e.g., the high-frequency component of the 1ngers, or the low-frequency 
component of the palm) was preferentially driving the response, these 
authors ranked response-driven 1ring rates in six categories. Some 
neurons were particularly selective to the high spatial frequency com-
ponents of the stimulus, which motivated testing other handy objects in 
the lab exhibiting high spatial-frequency components (personal ac-
counts from these early experiments reported that the typical brush 
found in every toilet was particularly effective in driving the neuronal 
responses). Gross and collaborators performed a series of additional 
experiments after the two seminal works of 1969 and 1972, which 
addressed neuronal selectivity to other complex objects. They continued 
exploring neurons in the inferotemporal cortex, as well as neurons 
located in nearby regions, such as the superior temporal sulcus. Selec-
tivity to human and monkey faces revealed to be of crucial importance. 
Neuronal responses turned out to be selective to faces, since the pre-
sentation of a scrambled monkey face elicited no response that was 
distinguishable from baseline. Several other works published thereafter 
not only con1rmed these 1ndings but extended them in describing cells 
responding speci1cally to other complex objects such as faces (Perrett 
et al., 1982; Desimone et al., 1984). 

By the time the “grandmother cells” were discovered in the monkey 
temporal cortex, the hierarchical description of the visual system, as put 
forward by Hubel and Wiesel (1962, 1968), was already widely 
accepted. Based on the recording of single, well isolated units in the 
early visual cortex, they proposed that the projection of dLGN neurons 
having aligned receptive 1elds could entirely explain the origin of 
orientation selective cells in the primary visual cortex. These would 
initially consist in the simple cells, with their well determined ON and 
OFF sub-regions. The convergence of several simple cells would give rise 
to the complex cells capable of generalizing the coding of a speci1c 
orientation throughout its receptive 1eld. Complex cells would give rise 
to the hypercomplex cells following this same line of thought (Hubel and 
Wiesel, 1968). In this framework, the “grandmother cells” constituted a 
natural unfolding of how the visual system, and ultimately the brain, 
would build a representation of complex stimuli in the visual world. Unit 
recordings in the human brain by Quiroga et al. (2005) corroborate the 
notion originally reported in monkeys that single neurons may embody 
the concept of a unique person or a unique object. 

In 1972, Horace Barlow proposed the “neuron doctrine”, which 
linked sensation directly to the activity of single units in the brain. In 
part, Barlow’s proposal offered a signi1cant paradigm shift. The activity 
of individual cells was considered too unreliable to be examined singly. 
Therefore, many turned to more macroscopic manifestations of neuronal 
activity, such as the electroencephalogram (EEG), in order to understand 
behavior. Barlow, on the other hand, was able to capture and synthesize 
a thinking that would dominate neurophysiology for many years to 
come: that single neurons are the prime movers leading to our percep-
tions and sensations (Hubel, 1982). Not every cortical neuron’s activity 
had necessarily a simple perceptual correlate, but active high-level 
neurons directly and simply caused the elements of our perception. 

The mechanism by which this was achieved consisted in the frequency of 
neural impulses (i.e., action potentials). Barlow argued that the rate of 
1ring coded the certainty that the cause of a percept was present in the 
external world. 

A pertinent criticism generally applied to the single unit doctrine is 
the one commonly referred to as “combinatorial problem” or “combi-
natorial explosion” (Singer and Gray, 1995). We are constantly con-
fronted with unlimited combinations of elements and features, and yet 
we face no problem in recognizing patterns and objects presented in our 
visual scene. Additionally, we can easily cope with patterns not previ-
ously exposed to us, and we can effortlessly recognize objects encoun-
tered in unusual orientations and sizes, under different illumination 
conditions, or partially occluded by other objects (Logothetis and 
Sheinberg, 1996). Even though it may seem dif1cult to imagine that 
each one of our percepts is represented by a single high-level neuron, it 
has been suggested that there is a reasonable match between the number 
of possible percepts and the number of high-level neurons in the brain 
(Ghose and Maunsell, 1999). Contrary to what is usually assumed; 
however, Barlow did not believe in the existence of “grandmother cells” 
(Barlow, 1972). He acknowledged that there would not be enough 
“grandmother cells” or, as he called them, “ponti1cal cells” to account 
for the enormous variety of our percepts. He believed that the activity of 
a single neuron would not be able to convey the richness of our sensa-
tions, which consist of the combination of our various percepts. Barlow, 
therefore, proposed the term “cardinal cells” instead of “ponti1cal cells” 
to explain how the brain represented the world. The interaction of 
various “cardinal” cells, which are lower in the hierarchy and more 
numerous than “popes”, would be responsible for the emergence of our 
perceptions and sensations. 

The general mechanism used by the brain to build high level repre-
sentations of the world is still largely unknown. We have, on the other 
hand, accumulated some knowledge regarding the functional organi-
zation of the visual system, which provides clues and constraints on how 
this representation might take place. Some aspects of neuronal pathways 
illustrate two basic points of early visual processing. First, that different 
features of a stimulus are processed by parallel pathways. Second, that 
the early visual system is organized in a modular and topographic 
fashion, such that a single object activates spatially distributed neurons 
with appropriate speci1city. These two basic characteristics suggest that 
additional mechanisms are necessary in order to coordinate the neural 
activity processed in such a highly distributed manner. 

7. Perceptual completion and .llingin as study cases for 
constructive vision 

Perceptual completion is a phenomenon by which contours and 
shapes are perceived even though these features are not physically 
present in the retina. The study of completion is a case for perceptual 
constructivism since it violates the idea of visual representation. In 
general, retinas have a region naturally devoid of photoreceptors known 
as the blind spot. It corresponds to the head of the optic nerve. This 
discontinuity in the receptive surface is, under normal circumstances, 
not accompanied by abnormal perception, even in monocular condi-
tions. Fiorani et al. (1992) showed that neurons within the cortical 
representation of the optic disk in V1 interpolate the receptive 1eld 
position for the contralateral eye based on information of the stimulus 
present beyond the boundaries of the blind spot. Fig. 5 shows neuronal 
properties underlying perceptual completion (Azzi et al., 2015). It is 
possible to map receptive 1elds inside the blind spot representation of 
V1, where no corresponding photoreceptors are present in the retina. In 
Fig. 5A the multiple circular outlines depict automatically mapped 
receptive 1elds (Fiorani et al., 2014) for a multielectrode matrix inserted 
in a V1 region partially overlapping the blind spot representation (large 
oval dotted line). However, that is only possible when elongated stimuli, 
extending beyond the blind spot, are used for visual stimulation (global 
mapping). In Fig. 5A left, small light dots were used for visual 
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Fig. 5. V1 is best described as having a visuotopic map rather than a retinotopic map. (A) Receptive 1elds automatically mapped with a multielectrode matrix 
inserted in a V1 region partially overlapping the blind spot representation (large oval dotted line). Left: Flashing dots are used as visual stimulus (local mapping); 
Right: a moving bar was used as visual stimulus (global mapping). (B) Example cases of 4 linear single-electrode penetrations that cross the blind spot representation 
(black oval shape) in V1. The corresponding receptive 1eld for each penetration (penetrations 34, 36, 44 and 48) was mapped using moving bars. The four subpanels 
on the right show the receptive 1eld plots based on neuronal 1ring rate for the corresponding penetration. (C) Same data as in (B), but now including the entire set of 
penetrations that crossed the blind spot representation in V1. Abbreviations: VM, vertical meridian; HM, horizontal meridian. The insert in (C) is a photograph of the 
blind spot of the stimulated eye with the receptive 1elds centers mapped with an automated system. 
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stimulation (local mapping) and the receptive 1eld did not extend into 
the blind spot. The 5 points plotted inside the blind spot correspond to 
the estimated receptive 1eld centers. The neuronal activity elicited by 
the moving bar on the 6anks of the contralateral blind spot can be 
interpolated by V1 neurons to generate activity inside the blind spot 
representation. We used bars with multiple orientations in order to map 
the center of the receptive 1elds. Notably, the resulting map of receptive 
1elds follows an orderly topographical organization, continuous and 

comparable to the one found outside the blind spot representation. A 
retinotopic map for V1 would have predicted no neuronal activity inside 
the blind spot representation, in as much as no photoreceptors are 
present in the retina for this region. Therefore, V1’s map is better 
described as visuotopic, since not only is it possible to map receptive 
1elds inside the blind spot, but the mapped receptive 1elds are orga-
nized topographically relative to the visual 1eld (i.e., visuotopically). 
Fig. 5B shows examples of 4 linear single-electrode penetrations that 

Fig. 6. A model for the several coordinate systems in vision - Neuronal representations. Representation of a retinotopic map of the obelisk in Washington, DC 
(1) and its corresponding visuotopic map (2). Different craniocentric maps depending on the position of the head (3,4). An ambient map (5) of an aerial view of 
Washington, DC assembled in the dynamic network of the cortex. (a-c, corresponding locations). Views 3 and 4 do not have the same magni1cation solely due to 
illustration purposes. For details, see text. 
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cross the blind spot representation (black oval shape) in V1. The cor-
responding receptive 1eld for each penetration (receptive 1elds 34, 36, 
44 and 48) was mapped using moving bars. The four sub-panels on the 
right show automatically mapped receptive 1elds (Fiorani et al., 2014) 
based on neuronal 1ring rate for the corresponding penetration. The 
colored ellipsoids on the left panel correspond to the receptive 1eld 
outlines. Note that the position of the receptive 1elds follows the ex-
pected topography (i.e., linear progression), regardless of if its center is 
covered or not by photoreceptors in the retina. Fig. 5 C shows the same 
data as in Fig. 5B, but now including the entire set of penetrations that 
crossed the blind spot representation in V1. Here, we also present the 
receptive 1eld plots for ipsilateral eye stimulation (blue and red for 
ipsilateral and contralateral eye stimulation, respectively). For ipsilat-
eral eye stimulation, the contralateral eye was closed, and thereby no 
blind spot was present for this portion of visual 1eld. Notably, receptive 
1eld positions for contralateral and ipsilateral eye stimulations match 
each other well, showing that the blind spot representation maintains a 
precise topographical map of the visual world. Most V1 neurons receive 
binocular input. Therefore, even though portions of the visual world are 
either permanently occluded by the natural scotoma produced by the 
constitution of the retina (i.e., optic disk and blood vessels) or occa-
sionally occluded due to object/surface partial superposition, the 
topographically corresponding information reaching the contralateral 
eye in V1 can potentially compensate for this information loss. In other 
situations, however, there is no corresponding input from the contra-
lateral eye. This phenomenon may be due to binocular occlusion of 
portions of the visual scene or because the individual has only one 
functional eye and must thereby deal with a permanent ~ 5º per 7º blind 
spot in his/her visual 1eld. In either case, perceptual completion is an 
essential operation for “constructing” information that is not present in 
the retinal surface. This operation, based on intrinsic neural connections 
and contextual mechanisms, motivated us to de1ne the V1 map as 
visuotopic, and not retinotopic. Arguably, only the dLGN shows a truly 
retinotopic map. Botelho and collaborators showed that the ability to 
interpolate receptive 1eld position across substantial distances is present 
in neurons in other portions of V1 as well (Botelho et al., 2014). 

8. Visual representations in the brain 

Fig. 6 compares retinotopic (1) versus visuotopic representations (2). 
Different head positions generate distinct craniocentric maps (3 and 4). 
Regardless of head and body position, the ambient map (5) prevails. A 
retinotopic map refers to the orderly mapping of receptive 1eld positions 
in retinotopic coordinates in the brain. A retinotopic map implies the 
existence of a neuronal representation organized in retinotopic co-
ordinates. The signi1cance of visual and brain maps originates with the 
19th century debate concerning localization of brain function. Evidence 
for the existence of retinotopic maps and, by implication, for functional 
localization in the visual cortex arose from analyses of visual 1eld sco-
tomas resulting from partial injuries to the visual cortex caused by bullet 
wounds sustained by soldiers in combat (Holmes, 1918). These studies 
showed a predictable relationship between the region of damage in the 
striate cortex and the location of the area of blindness in the visual 1eld 
(Baars and Gage, 2010). Curiously, we only found evidence for reti-
notopic maps only at the dLGN. 

9. Active vision leads to visual perception 

The map of V1 is visuotopic; that is, the area reconstructs the image 
representation based on predictable cues. When looking at a newspaper 
page printed with many imperfections, we automatically reconstruct the 
text, or the imperfections (partially interrupted letter fonts) based on 
local circuits or feedback connections to V1. Thus, the representation of 
the image in the primary visual cortex is visuotopic and not retinotopic. 
Visual perception is three-dimensional. It presents several proprieties 
described as perceptual completion in V1, 1lling-in in V3, stereoscopic 

responses (due to retinal disparity) in V2, and color representation due 
to the processing in V4. Visual representations in the neocortex are 
based on extensive parallel, serial, and feedback circuit connections. It is 
stabilized due to feedback from the efferent copy of the control of the 
extraocular muscles (for review, see Sun and Goldberg, 2016). Remap-
ping and perceptual inhibition are characteristics of image representa-
tion in the neocortex. If we keep our head 1xed, the representation of the 
image (craniocentric) in the neocortex is stable, despite frequent eye 
movements. However, if one moves the head or, more generally, the 
position of the skull with respect to the ambient environment, the neural 
representation of the scene changes, and a new perspective of the image 
replaces the original one (Fig. 6). There is no evidence that the medulla, 
which controls neck muscles, sends efferent copy signals to the 
neocortex. Thus, compensatory mechanisms for stabilizing percepts are 
unlikely to occur in this case. Presumably, this is why we experience an 
afresh (craniocentric) percept of a scene shortly after each head shift. 
When the head assumes a 1xed position and a subject opens hers/his 
eyes in a dark room with no light, no craniotopic neural representation is 
established. If the room is lit, however, about 100–300 ms after we open 
our eyes, a neural representation is formed, and we can compare it with 
our memory content to understand the visual scene. A sudden change in 
head position updates the neural representation and a new visual 
perception is formed. This neural representation is not retinotopic, like 
the maps of the layers of the lateral geniculate nucleus, or visuotopic, 
like the map of the striate cortex, V1. It also remains stable when we 
make eye movements. The neuronal representation of the scene is also 
modi1ed when we move forward or backward in the ambient environ-
ment. Centrifugal and centripetal movement of objects in an ambient 
environment generate maps used for visual motor coordination. These 
visual representations of the ambient environment are based on an 
egocentric map. 

10. Eye movement and remapping 

When we move our eyes but maintain our head 1xed, our perception 
of the visual world remains nevertheless stable. Different neuronal cir-
cuits and mechanisms likely subserve this perceptual phenomenon 
(Wurtz et al., 2011). We think two factors are essential for supporting 
this ability: the topographical organization of early visual areas and the 
low magni1cation exhibited by the peripheral visual 1eld representation 
compared to the foveal representation (Gattass et al., 2005). As a result 
of the combined effect of these two factors, eye movements of small 
amplitude will only slightly disrupt image stability in the periphery. 
Take, for example, the topographical organization of area MT. Not only 
a decrease in magni1cation factor takes place as a function of eccen-
tricity in this area, but also a deemphasis of the foveal representation 
relative to V1 and V2 (Gattass and Gross, 1981; Fiorani et al., 1989) . 
Considering that area MT is a major input source to VIP (Ungerleider 
and Desimone, 1986) and subsequently to LIP, its visual topography per 
se is likely to be determinant for the subsequent transformations leading 
to perception invariance in the face of eye movements. 

Compared to the early visual cortex, associative cortical areas like 
LIP have far more complex and task-dependent spatial representations 
(Patel et al., 2014). A comprehensive understanding of how topo-
graphically organized projections from the early visual cortex in6uence 
visuomotor transformations in the associative cortex is still needed. 
Hardwired topography may coexist with dynamic maps, as suggested, 
for example, by the work of Ungerleider et al. (2008), which shows that 
the central representation of V4 is reciprocally connected with the 
anterior portion of LIP. Patel et al. (2014) offer an interesting discussion 
on the possible interplays between topographic projections, visual 
attention, and eye movement compensatory mapping in LIP. 

Fig. 7 compares the representations of a craniocentric map (Fig. 7A) 
with those of visuotopic maps (Fig. 7B-D). When we look at the waterfall 
based on the three 1xation points (colored plus signs) the craniocentric 
perception is stable (Fig. 7A) regardless of the changes in the retinal 
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Fig. 7. Perceptual spatial constancy in the presence of eye movements and visual perception with natural and arti.cial eye movement. Different parts of 
the scene shown in A can be scanned with eye movements without altering the perception of the image. This perceptual constancy occurs even though a different 
image is represented within the retina when the eye shifts its gaze to a new location (+ in B, C, and D). (E and F). The brain has developed intricate circuits to stabilize 
our perception of the visual world. Visual capture of the external world is inherently unstable. Eye movements are a prime source of this instability, as are body 
movements and movements in the environment. Nevertheless, our subjective perception of the corresponding scene is incredibly stable. Note that our subjective 
perception of the visual world is much closer to a stabilized continuous frame (E) as compared to (F), the image predicted by the movement of our eyes. Notable, our 
brain is ef1cient in stabilizing vision for inherently generated perturbations, such as saccadic eye movements. However, if we tap one of our eyeballs with our 1nger, 
we perceive the unstable jittered image in (F). 
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image and the corresponding V1 representations. Notably, the repre-
sentation within the network of visual areas remains stable. However, if 
we move our head, perception changes, and a new perspective of the 
visual scene emerges. This difference is related to the nature of the 
integration process taking place at areas controlling eye movements, 
areas controlling head movements and cortical visual areas (Duhamel 
et al., 1992; Goldberg et al., 2002). Motor nuclei receiving inputs from 
extrinsic eye muscles send their efferent copies to areas located at the 
intraparietal cortex. Proprioceptor information is well integrated in the 
cerebellum and is responsible for harmonious motor coordination, 
resulting in precise control of head movements. Thus, stabilization by 
feedback of the efferent copy of eye movement signals contribute to a 
stable representation of the visual scene (Fig. 7E), while the perception 
of the same scene during an extrinsic movement of the eye (e.g., by 
externally tapping one’s eyeball with your 1nger) causes a destabilized 
(fuzzy) perception (Fig. 7 F). 

Any map or coordinate system implemented by the brain is depen-
dent on and built upon a precise retinotopic coordinate system. As a 
matter of fact, receptive 1eld remapping requires the interplay of precise 
visuotopic coordinates and precise coordinates of eye position. Neurons 
in areas such as V1 depend entirely on retinal position for their coding 
properties, while neurons in downstream areas, such as LIP and FEF, can 
remap their receptive 1eld positions based on intended eye movements. 
There is a profound change in the encoding properties of single neurons 
from the latter cortical areas compared to V1. The impact this has on 
vision is debatable, but a reasonable assumption is that it allows for the 
emergence of a more stable perception that is less dependent on eye 
position. How to characterize the spatial coordinate system that results 
from this distinct transformation? We think that “craniotopic” or “cra-
niocentric” are suitable designations here. Moreover, we believe that 
receptive 1eld remapping is a key component for generating a cranio-
topic map. To our knowledge, experimental data has not yet revealed 
any single downstream cortical area capable of entirely and unequivo-
cally encoding the visual scene in craniocentric coordinates. It is true 
that the coding properties of hippocampal place cells take into account 
the visual environment, regardless of gaze or body orientation (O’Keefe 
and Dostrovsky, 1971). However, place cells do not respond to the visual 
scene per se; they respond to the position of the animal within the 
context of a visual scene. If these neurons were selective to a speci1c 
scene or object, they would silence their response to changes in the vi-
sual environment. This is not usually the case. What happens is that the 
neuron acquires a new selectivity for an animal position, dependent on 
the new visual context (O’Keefe, 1979). Therefore, we believe any 
property resembling a craniotopic map likely emerges across the 
network of cortical and subcortical areas. 

Bisiach and Luzzatti (1978) reported on two patients with left uni-
lateral neglect following brain injuries to their right parietal cortex. The 
patients were asked to describe a familiar place from memory (the 
cathedral square of Milan, their native city) based on two vantage points 
selected by the authors. The two vantage points were opposite each 
other so that buildings on the right side of the patient from one vantage 
point were transposed to their left side from the perspective of the other 
vantage point. Notably, the patients could easily describe the buildings 
on their right side. However, when the vantage point was switched, they 
could no longer describe those same buildings now situated on their left 
neglected side. The 1ndings by Bisiach and Luzzatti (1978) could offer 
valuable insights regarding the spatial coordinate system employed by 
higher cognitive functions. The fact that the left side of the retrieved 
images is consistently not reported is intriguing. It could be used as an 
argument that the explicit memory system relies on a coordinate system 
that is inherently dependent on eye position (i.e., a visuotopic map). 
Here, we argue that this notion would require some unlikely assump-
tions. First, the patients stood at that particular vantage point at some 
moment in their lives and had their eyes looking relatively straight and 
still when acquiring the reported memorized views. A second assump-
tion is that the patients disregarded all other memorized views of the 

cathedral square, acquired from several other vantage points during 
their lives, that could potentially help in their description. We believe it 
is more likely that the patients used all memorized views at their 
disposal to depict the cathedral square. These views were acquired 
across a variety of eye and head positions. The brain, nevertheless, 
consolidated this diverse collection of images into a uni1ed mental 
picture, which requires a sequence of coordinate system trans-
formations, starting from the retinotopically-based representation in the 
retina and dLGN to the visuotopic representation in V1, followed by the 
emergence of a craniotopic map, which we believe is distributed across 
several downstream areas. This information is ultimately fed to the 
explicit memory encoding system in the ventral stream. In Bisiach and 
Luzzatti (1978), the patients generated a mental image that was oriented 
relative to the left or the right side of their body. Once the mental image 
was available, it is fair to postulate that the unilateral neglect patients 
did not equally highlight the representations of the left and right sides. 
Therefore, we believe that the behavioral de1cit reported in Bisiach and 
Luzzatti (1978) cannot be explained by retinotopic encoding or retrieval 
of familiar visual scenes but by a biased attentional system impaired by 
lesions in the right parietal cortex. 

11. Propagation in the neural network 

The visual representation at the conscious level can be related to 
visual maps in the cortex (Vernet et al., 2020). Intraub (2012) and 
Shioiri et al. (2018) proposed a new multistage model for visual scene 
representation in terms of an egocentric spatial framework that in-
tegrates visual sensory input, amodal perception, expectations and 
constraints derived from rapid-scene classi1cation and object-to-context 
associations. 

Topographic maps that replicate the retinal receptor surface have 
been described in at least 12 visual areas located in the occipital, parietal 
and temporal cortices. The connections between these areas are topo-
graphically organized and reciprocal, enabling the simultaneous pro-
cessing of various attributes of the visual information. The preferential 
distribution of certain portions of the visual 1eld in different visual in-
formation processing pathways creates a substrate for the construction 
of additive neural networks, while feedback connections create a 
recurrent network with storage properties. 

After reviewing the connectivity of the cortical visual areas, Felle-
man and Van Essen (1991) presented the concept of a wide network of 
connections among them, suggesting that all areas are virtually con-
nected to each other. This view suggests that these areas can also 
interact together within a dynamic network, enabling the aware and 
conscious access to a visual scene by areas of the occipital, temporal and 
parietal cortices by means of feedforward and feedback connections 
(Fig. 8). It also suggests that the selectivity of individual cells or the 
activity of neurons in one (or more) streams of visual information pro-
cessing within this network can be accessed and contributes to vision at 
the conscious level. We propose that feedforward and feedback con-
nections play an important role in determining the activity of each 
module in a wider network (Gattass et al., 1990; Jansen-Amorim et al., 
2011; Correia et al., 2021). For example, the activity of a locus in V2 
may depend on the activity of several loci of extrastriate areas located 
anteriorly. During GABA inactivation of areas MT and V4, we observed 
prominent changes in feature tuning and neural excitability of V2 neu-
rons, suggesting that feedback projections play a more profound role in 
neuronal 1ring properties than previously acknowledged (Galuske et al., 
2002; Jansen-Amorim et al., 2011; Schmidt et al., 2011; see Correia 
et al., 2021 for a recent review regarding the roles of feedback pro-
jections in feature tuning and neuronal excitability in the early primate 
visual system). Fig. 8 shows a topographically organized network rep-
resenting one point in the upper visual 1eld. This network is composed 
of subcortical and cortical areas, starting with different types of ganglion 
cells in the retina (Gattass et al., 1990). Axons from ganglion cells of the 
eye project to the superior colliculus (SC) and the dorsal lateral 
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geniculate nucleus (dLGN). Cells of the dLGN project mainly to the 
primary visual cortex (V1), while cells from the SC project to the pul-
vinar, which in turn projects to several cortical areas. Retinal ganglion 
cells project to visual areas and form an extensive topographically 
organized network of feedforward and feedback connections (Sousa 
et al., 1991). The visuotopic map of V1 provides the information of the 
central 5 degrees with high acuity, while the map of V4 provides the 
color information of the central 40 degrees of vision. The scanning of the 
visual 1eld by eye movements gradually and successively accrues more 
information that contributes to the craniocentric map. 

The craniocentric perceptual map is a neural representation of a 
scene emerging from a network of cortical visual areas; it accesses visual 
properties of cortical modules on topographic maps of all visual areas. 
This representation does not correspond to an individual map of a visual 
area, but it corresponds to the topographical combination of maps of all 
visual areas. Retinotopic and visuotopic maps change with eye move-
ment, the master craniocentric perceptual map does not. 

In search for models that could account for stable visual perception 
based on the premises described above, we came across concepts based 
on deep learning algorithms. Accordingly, the integration of several 
visual maps can eventually result in a “global space” compatible with 
visual perception. Deep learning (a sub1eld of machine learning) con-
sists of algorithms somewhat inspired by brain architecture and func-
tion. More speci1cally, it is interesting to compare the process we 
propose for dynamic cortical network with the Attention in DeepMind 
Learning literature. Attention in the deep learning literature is a 
mechanism by which a network can weigh features by level of impor-
tance to a speci1c task and use this weighting to help achieve the task 

(Mnih et al., 2015). These authors focus on the idea that convolution 
neural network architectures utilize a sliding window approach (iter-
ating convolution 1lters over the extent of the image) whereas humans 
only process areas of an image most relevant to a given task. Deep 
learning has steadily improved the state of the art in arti1cial intelli-
gence for single, well-de1ned neuroscience tasks in recent years. Novel 
advanced neural network architectures are required to create more 
general-purpose arti1cial intelligence systems with 6exible and robust 
capabilities. 

Indeed, recent advances in deep learning have allowed arti1cial in-
telligence to reach near-human-level performance in several sensory, 
perceptual, linguistic, and cognitive tasks. According to VanRullen and 
Kanai (2021), using deep-learning techniques to revisit brain-inspired 
models established in cognitive science could allow further progress. 
More speci1cally, the authors examine the potential advantages of this 
approach in relation to the Global Workspace Theory (GWT), a 
large-scale cognitive architecture integrating and distributing informa-
tion among networks of specialized modules to create higher-level forms 
of cognition and awareness (Baars, 2005). GWT was primarily designed 
to account for conscious information processing in the human brain, but 
in principle, its associated functional advantages could generalize to 
arti1cial systems. In turn, considering an arti1cial global workspace can 
help constrain neuroscienti1c investigations of brain function and con-
sciousness. VanRullen and Kanai (2021) propose a roadmap based on 
unsupervised neural translation between multiple latent spaces to create 
a unique, amodal global latent workspace. This theoretical framework 
appears to be well suited to address the issue of how to create a unique 
visual percept from multiple visual maps. 

12. Conclusion 

Vision captures information from the external world by means of an 
inhomogeneous retinal surface, which is impeded within an ocular 
structure going through discrete eye 1xations. In spite of this, and 
despite the fact that the feedforward information 6ow is punctuated by 
saccadic suppression, scenes are perceived as coherent, continuous, and 
meaningful. The search for an appropriate model that can account for all 
these phenomena has led us to the notion that perception is the product 
of an emergent neuroanatomical network capable of integrating all vi-
sual areas by means of their joint topographical connectivity. The ac-
tivity of this dynamic network creates a distributed dynamic map 
accessible when the subject is awake, allowing the extraction of prop-
erties which are decoded within modules such as cortical columns. No 
single cortical area alone is able to encompass this uni1ed map. Rather, 
information would be held in the neural network made up of all visual 
areas. One emergent property of this uni1ed map is perceptual stability, 
immune to disturbances resulting from saccadic eye movements. In the 
cascade of events spanning from area V1 all the way to the inferotem-
poral cortex, each neuron’s receptive 1eld would gradually evolve, 
allowing the integration of an increasingly larger area of visual space 
(Gattass et al., 1985). In this process, successive neuronal ensembles 
within the processing chain would gradually change from a topographic 
visuotopic system to a holistic representational system, allowing for the 
detection of ever more complex objects. 

In this review, we discussed the difference between retinotopic, 
visuotopic, craniocentric (or cyclopic) and ambient maps. The reti-
notopic map can be observed in subcortical structures, while the others 
above mentioned maps can be found in the neocortex. The ambient or 
the egocentric map enables the interaction between the visual map and 
the individual’s motor map. It is important to translate the location of 
the skull-centered map to a location on the map of the nearby extra-
corporeal space. It is also important to correlate visual space in the 
nearby extracorporeal space during ambulation, as in the case of 
ambulation in an immersive bubble. The three-dimensional map is a 
craniocentric, skull-centric or cyclopic map. It is perceptually stable 
regardless of eye movements. Keeping the head in one position and 

Fig. 8. Visual perceptual representations are generated on a wide dy-
namic network. The scheme illustrates two wide dynamic networks, where red 
and green dots depict, respectively, visual loci belonging to the upper and lower 
visual 1elds. Dashed and continuous red lines depict the corresponding func-
tional connectivity. Information 6ow starts at the retina, propagates through 
the thalamus, and reaches early and intermediate visual areas. Information 
extracted from these retinotopically and visuotopically organized networks are 
used to generate craniocentric and ambient representations of the scene. Such 
neural representations enable access to the information content of perceptual 
moments associated with conscious visual experience. 

B. Lima et al.                                                                                                                                                                                                                                    



Progress in Neurobiology 224 (2023) 102424

16

scanning the 1eld of view with the foveal region of the eyes can 
reconstruct a scene with high spatial resolution. High acuity is depen-
dent upon the density of retinal ganglion cells and its projection to the 
primary visual cortex, V1. This representation is reconstructed in the 
neocortex within a set of visual areas. These areas together constitute a 
very ef1cient network capable of generating a percept with both color 
information and high spatial resolution that spreads out toward the vi-
sual mid-periphery up to approximately 40◦. We propose that both the 
high resolution and the color information propagate within the network 
toward the representation of the periphery. Our conscious perception of 
the scene for each position of the head is both stable and uniform. The 
ambient or egocentric map is a conscious three-dimensional recon-
struction of the scene, optimized for spatial resolution, color, and 
contrast across the entire 1eld of view. It is built from several contiguous 
craniocentric representations. For each head position, the oculomotor 
system scans the scene using the eyes, speci1cally its foveal region, to 
construct a high-resolution color scenario that is updated based on an 
expected visual model generated by the network. Thus, a large scenario 
is “constructed” piece-by-piece in the network to allow for the recon-
struction of the ambient scene. It is useful to compute object trajectories 
in space, to estimate the location of static and moving objects, and to 
estimate distances in order to compute direction and changes in tra-
jectories. This representation is crucial to navigate in three-dimensional 
space, to determine road trajectories and to estimate spatial relations 
across landmarks. 

It is essential to understand how representational maps link to cur-
rent concepts of network dynamics if we are to avoid the classic Carte-
sian Theater fallacy. It has been proposed that synchronous neuronal 
oscillations work as a 6exible mechanism that integrates activity across 
space and time in distributed networks relevant to feature binding and 
attention (Fries, 2015; Singer, 2021). This mechanism also seems to 
coordinate neuronal activity across eye saccades (Ito et al., 2011). 
Therefore, oscillatory dynamics may constitute an essential substrate for 
perceptual stability alongside receptive 1eld remapping. More gener-
ally, various spatiotemporal dynamics can result from different network 
topologies (lateral, feedforward, and recurrent) within and across maps. 
An example of how maps can shape neuronal dynamics can be found in a 
study of gamma synchronization in monkey V1 (Lima et al., 2010). In 
this study, it was shown that gamma oscillation frequency depends on 
receptive 1eld eccentricity. Thus, neuronal synchronization is con-
strained by cortical architecture. 

Higher cognitive functions like attention and expectation also recruit 
and organize network dynamics during goal-directed behavior and may 
contribute to perception stability. In accordance with this view, it has 
been shown that selective spatial attention (Fries et al., 2001) and 
temporal expectation (Lima et al., 2011) are associated with oscillatory 
dynamics. In a nutshell, hierarchical maps do not exclude but contribute 
to our understanding of how dynamics emerge from cortical networks, 
dissipating the need for a master map and the fallacy of a Cartesian 
Theater. 

Our visual experience is generally anchored to objects in a structured 
world determined by physical laws. In this respect, it makes sense to 
think that our internal representations veridically re6ect the outside 
world. On the other hand, in many instances, our subjective experience 
contradicts this premise. As we discussed, 1lling-in is one example out of 
many such illusions. The lithographic work of M. C. Escher exquisitely 
illustrates how we can build mental images of physically impossible 
worlds (Fig. 9). Thus, our internal representations, even though coupled 
with the physical world, are built according to their own set of rules.  

A tribute to leslie ungerleider and mortimer mishkin 

The motivation of this review is to pay a tribute to Leslie Ungerleider 

and Mortimer Mishkin, both of whom died recently. They were 
extremely in6uential to the work that has been carried out in our lab-
oratory for the last 40 years. Their in6uence started when one of us 
(Ricardo Gattass) joined Charles Gross’ group at Princeton University at 
the beginning of the 1980s. Their in6uence persisted during the multiple 
visits to the National Institutes of Mental Health (NIMH, NIH, USA) in 
the following decades. Mortimer Mishkin and Leslie Ungerleider made 
fundamental contributions to the understanding of cortical organiza-
tion, visual perception and memory processing in primates. Their 
enthusiasm, scienti1c expertise and rigorous application of anatomical 
techniques have shaped various 1elds of research. Mortimer Mishkin’s 
incredible surgical abilities enabled him to induce precise brain lesions 
in non-human primates. His double dissociation research design 
involving cortical and callosal lesions proved that elegant experimental 
paradigms should always be our highest standard. His work on semantic 
and episodic memory, on anatomically de1ned neural systems, and on 
visual streams of information processing has left us with the gift of 
greater understanding in key areas of neuroscience. 

Signi9cance statement 

Electrophysiological recording tools associated with histochemical 
and immunohistochemical techniques have the potential to revolu-
tionize our understanding of brain functional organization and, thereby, 
of visual perception. Early recordings in the striate and extrastriate areas 
were overwhelmingly performed using single electrodes. The advance of 
multi-unit recordings should allow us to delve into the dynamic 

Fig. 9. Neural Representations and the outside world. Ongoing, high-order 
neural representations that emerge from processes taking place in the visual 
cortex provide us with consciously accessible, abstract models of the external 
world. These models may con6ict, at times, with other brain ‘constructs’ of the 
outside world. In order to depict these conscious or unconscious mental con-
6icts, many visual illusions, whether produced by art or science, have been 
created. The famous lithograph print, Waterfall, made by the Dutch artist 
Maurits Cornelis Escher in 1961 features perplexing elements: the water goes 
up against gravity and 1nally goes down in the waterfall. 
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underpinnings of brain function. Here, we discuss the basis of neuronal 
properties and neuronal representations that allow us to construct our 
internal representation of stabilized scenes. 
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